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Abstract
In this article the problem of solving a system of singular nonlinear equations will be
discussed. New the iterative 2-order method for this problem is presented. The article includes the
numerical results for the method.

1. Problem

Let F:Dc R" — R" be a nonlinear operator, D is an open set. The point
x, € D is given.
The problem of solving a system of nonlinear equations consists in finding a
solution x* e D such, that
F(x*)=0. (1)
Such nonsingular problems were considered in [1,2].
In this paper we give some results for singular problems.

Definition 1. Operator F is regularly singular at the point x’, if exists ¢>0 such,
that
Y F@zelx=x | @)

Note 1. If there exists i, 1 <i < n such, that matrix F, (x*) is nonsingular, then
the operator F is regularly singular at the point x*.

Definition 2. The sequence {x} is locally M-superquadratically convergent, if:
limM =0. (3)

2
o || X = x|
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Note 2. The condition (3) is equivalent to the following condition
| FGe) IS el =5 P with  lime, =0. “

For the singular system of equations the Newton method is at most Q-linearly
convergent. For the regularly singular system of equations condition (3)
guarantees Q-superlinear convergence of the method [3].

2. New methods

Definition 3. Method (I)
Given x, € R", we solve the equation

F 5+ F ()5, +3 5] Bis, =0 )
and compute
Xy =X, +s,, k=0,1,....
The operator F'"(x,) will be aproximated by the operator
B, =[B,,B;,...B/],B, =(B,)", B, e R™" fori=1,2,...,n.

Results: [3] If the operator By satisfies the secant equation
B8 = F'(x/m) - F'(xk) (6)
and
%LH; | By — B [IF0 (7)

then
1. If the system of equations is nonsingular, then method I is locally
M-superquadratically convergent.
2. For the regularly singular system of equations, method I is superlinearly
convergent to x*:
[ X —x* 1< @ [, —x*]], llci_l;l;akzo. (®)

The system of equations (5) is difficult to solve, because there are n quadratic
equations with n variables.
We propose the Newton method for solving this system.

Algorithm: Given: x, € D, eps>0,
B,eR™, (B) =B,, By=F (x,) fori=1,2,....n.
maxiter — integer, maxiter > 0.
Denote:

G(5)=Fx)+ F i), +(5,B,5,) 9)
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1. sp:=0; t:=0;
2. while (HG(s,i )H > eps) A (1 < maxiter)
do
begin

a) solve (for As,):
G (s)hs, ==G(s;)
st =5t +As,
b) t:=t+1;
end

If maxiter=0, then the above algorithm is equivalent to the Newton method.
The operator By is defined as

: . E +(EDT
B,., =B, +—+—"— ; 3 (10)
i T
where E, = rkrsk , 1l =VF/(x,,)-VF/(x,)-Bs; , for i=1,2,...,n.
Sk Sk

3. Regularly singular system of equations

Consider the operator F: R’ — R*:

F(x)=(x, -1y +x; +x] -1

F(x))=(x +1)° +x22 +x32 -1

F(x,)=x+x,+Xx,
Calculate norm of the operator F:
[FE =(FG)) +(F(x)) +(F(x,) =

:((xl 1) +x] +x] —1)2 +((xl +1)?+ x5 +x] —1)2 +(xl +x, +)c3)2 =

2 2 2
(.2 2 2 2 2 2 —
—(x1 —2xl+x2+x3) +(x1 +2xl+x2+x3) +(x1+x2+x3) =

2 2 2 2
_ 2 2 2 2 2 2 2 2 2 2 2 2
—(x1 +x2+x3) —4)c1()c1 +x2+x3) —i—(x1 +x2+x3) +4x1(x1 +x2+x3) +

2 2
+()c1 +x, +x3)2 :2()512 +x5 +x32) +()c1 + X, -i—)c3)2 22()(,'12 +x5 +x32) =2||x||2
=21 x—x*|, where x*=[0,0,0]".

Hence
2

C BN

so the operator F is regularly singular at the point x*.

b
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This problem can not be solved by the Newton method, because the matrix
F'(x*) is singular.

4. Experimental results
We consider singular problems and nonsingular system of equations.

Problem1.
F(x)=(x, =1 +x] er32 -1
F(x))=(x +1)° +x22 +x32 -1
F(x,)=x+x, +x,
Problem 2.
F(x)=x +x5 +x; -1
F(x,)=2x +x; —4x,
F(x,)=3x —4x, +x;
Problem 3.
F(x,)=x +8x,-16
F(x,)=x—¢€"
Problem 4. Rosenbrock Function [4]
F(x)=1-x
F(x,)=10(x, — x,)’
Problem 5. Powell Singular Function
F(x)=x+10x,
F(xz) =\/§(x3 _x4)
F(x)=(x, - 2)63)2
F(x,)=10(x, - x,)*
Problem 6. Wood Function
F(x,)=—(200x, (x, — )cl2 N—-(1-x)
F(x,)=200(x, —x7)—20.2(x, — 1) +19.8(x, - 1)
F(x;)=—(0.25x,(x, — x32 )—(1-x;)
F(x,)=180(x, —x7)—20.2(x, —1)+19.8(x, — 1)
Problem 7. Brown Almost-Linear Function

F(x)=x,+Y.x, i=12..,(n-1)
Jj=1

F(x,)= li[(xj -1
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Problem 8. Artificial Test Problem
2
F(x)=e"" +x; -3
F(x,)=x+x, +sin(3x, + x,)
Problem 9. Freudenstein And Roth
F(x,)==13+x +(x; —5x; +2x,)
F(x,)=-29+x, +(x; +x; +14x,)
Table 1
Problem Start point Maxiter Number of sof?t?b:rs(zzm Newton
number Xo iterations k Ving sy method
equations
0 14 14
1 [1,2,1] ! ! 14 15
2 5 15
3 4 15
1 [1,1,1] 0 14 14 *
0 13 13
1 7 14
1 [0.5,0.5,1] 14
2 5 14
3 4 14
0 11 11
1 [0,1,0] 1 6 12 12
2 4 12
0 14 14
1 [2,3,1] ! ! 14 15
3 4 15
4 3 15
0 4 4
1 0.001,0.002,0.001 5
[0.001,0.002,0.001] |—— ; ;
0 4 4
2 [0.5,0.5,0.5] ! 2 4 14
2 2 5
3 1 4
0 4 4
1 2 4
2 [1,1,0] 12
2 2 5
3 1 4
0 7 7
1 4
2 [0.1,0.1,0.1] 8 «
2 3 8
3 2 8
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Problem Start point Maxiter Number of soTl\hilrr:qbsers(t)gm Newton
number Xo iterations k VIng 8y method
equations
0 10 10
1 5 10
2 [0.01,0,0.05] 28
2 4 11
3 3 11
3 [1,2] 0 > > 6
1 4 8
0 5 5
3 [0.1,0.1] 6
1 4 8
0 5 5
3 [1,0] 1 4 8 6
2 3 9
0 4 4
3 [1,1] 1 3 6 5
2 2 5
0 10 10
4 [0.1,0.3] 1 5 10 11
2 4 11
0 3 3
4 [0.001,0.003] 1 2 4 3
3 1 3
0 11 11
5 [1,0.9,1,0.9] ! 6 12 12
2 4 12
3 3 12
0 12 12
1 6 12
5 [1,0,1,0] 13
2 4 12
3 3 12
6 [0,0,0,0] 0 14 14 15
6 [0.1,0.1,0.1,0.1] 0 10 10 11
12 12
1 12 24
6 [1,1,0,0] 13
3 21
4 4 16
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Problem Start point Maxiter Number of soll\\I/lilrrlngbse;s(gm Newton
number Xo iterations k . method
equations

0 6 6

7 [0,0,0] 1 6 12 *
2 4 11
0 8 8

7 [0.5,0.5,0.5] ! ! 14 *
2 6 17
3 5 17

8 [1,1] 0 7 7 9
0 o0

8 [1,-1] 1 5 10 ©
2 4 11
0 o0
1 o0
2 o0

8 [0.1,0.1] ©
3 21 81
4 4 15
5 4 15
0 4 4

9 [0,0] 1 3 6 5
2 3 8
0 4 4

9 [1,2] 1 3 6 5
2 3 8
0 3 3

9 [20,1] 1 2 4 4
2 2 5

* — singularity
oo — method is not convergent

Number of iterations k is equal to the number of calculation operator Fand F".

5. Results

The proposed method for regularly singular system of equations is locally
superlinearly convergent while the Newton method diverges or is at most
linearly convergent. In our method the number of calculation operator F and

F'is generally less than in the Newton method even for nonsingular problems.
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